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Abstract

The Next-Generation Transportation program coordi-
nates the evolution and transformation of the current
air-traffic management (ATM) system for the National
Airspace System (NAS). Currently the NAS has a
limited capacity and cannot handle the increasing fu-
ture air traffic demands. However, before newly pro-
posed ATM concepts are deployed they must be rig-
orously evaluated under realistic conditions. This pa-
per presents AGENTFLY, an emerging NAS-wide high-
fidelity multi-agent ATM simulator with precise emula-
tion of the human controller operation workload model
and human-system interaction. The simulator is vali-
dated using a flight scenario developed by the U.S. Fed-
eral Aviation Administration that is based on real data.
We present preliminary results focusing on the accuracy
of the simulated controllers within AGENTFLY.

Introduction
The air-traffic management (ATM) system used in the Na-
tional Airspace System (NAS) of the United States is one
of the most complex aviation systems in the world (Nolan
2004) involving thousands of people and systems. Human
controllers organize air-traffic flow to maintain safe airplane
distances for assigned airspace sectors. The capacity of ATM
depends on many factors, such as controller cognitive ca-
pacity, weather conditions, air-space availability, and airport
capacities. However, during peak hours the ATM system
reaches its limits. During these times, airplanes are placed
in holding patterns to keep them from entering congested
airspace, or delayed from takeoff. To further exacerbate this
issue, Boeing has predicted that the number of cargo flights
will triple within the next 20 years. The U.S. Federal Avi-
ation Administration (FAA) estimates that the NAS and
weather caused 606,500 delays (513,420 hours of delays)
in 2008, leading to unnecessary fuel consumption and in-
creased atmospheric pollution (Chin and Melone 1999).

The Next-Generation Air Transportation System
(NextGEN) (Wickens et al. 1998) program is designed to
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Figure 1: AGENTFLY highlighting sectors 34 and 54.

coordinate the evolution of ATM systems to satisfy future
growth of air-traffic without losing efficiency with the
aviation community. ATM tools developed within NextGEN
would lower the controller’s cognitive load, maintain safety,
and increase efficiency. Before deployment these concepts
must be rigorously tested through simulation. Therefore
there is a need for high-fidelity simulators to evaluate new
concepts and compare them to current ATM procedures.

This paper presents AGENTFLY, a NAS-wide high-
fidelity distributed multi-agent simulator (Volf, Šišlák, and
Pěchouček 2011) shown in Figure 1. The overall goal of
AGENTFLY is to provide a platform to study NextGEN con-
cepts and perform scenario analysis to assess how to han-
dle future air-traffic. The multi-agent approach (Wooldridge
1999) has been chosen for its natural mapping of system el-
ements to autonomous intelligent agents (e.g., each entity is
an agent). This paper also uses a comprehensive evaluation
methodology to identify goal-based metrics and precisely
measure the performance and effectiveness of the system.
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This paper is organized as follows. First we compare ex-
isting ATM simulators followed by a description of current
air-traffic controller duties. We explain the architecture of
AGENTFLY followed by a description of air-traffic con-
troller models. Finally, we present our validation method-
ology, experimental results, conclusions and future work.

ATM Simulators
The most precise ATM simulations are carried out with
human-in-the-loop (HITL) simulations where human inter-
action is integrated into the simulation model. HITL simula-
tions in ATM require many people (e.g., human controllers
and pilots). Additionally, HITL simulations run in real-time
and therefore must be limited in duration and scope. New
approaches have to be studied within NAS-wide area as mi-
nor local delays can potentially cascade into large regional
congestion (Tumer and Agogino 2009).

In addition to real-time HITL simulations, the simulation
and analysis team at the FAA uses ATM simulators to vali-
date new aviation concepts, technologies, and system capac-
ity issues to evaluate the performance of both emerging and
existing systems within NAS. We present three ATM simu-
lators in use by FAA that either focus on a small piece of the
NAS or provide simplified models of existing components.

The Airspace Concept Evaluation System (ACES)
(George and Wieland 2011) is a non-real-time modeling
and simulation environment for NAS, developed by NASA
Ames Research Center. ACES is composed of interoperable
models that represent the gate-to-gate actions in NAS. The
ACES prototype uses an agent-based modeling framework
and a distributed simulation approach called High Level Ar-
chitecture (HLA). HLA is a set of processes, tools and mid-
dleware software developed to support plug-and-play assem-
bly of independently developed models.

The National Airspace System Performance Analysis Ca-
pability (NASPAC) (Reddy 2010) is an integrated set of
computer modules designed to model the entire NAS, the
en-route structure and traffic flows, as a network of inter-
related components, reflecting the effects of weather condi-
tions, air-traffic control procedures, and air-carrier operating
practices. The NASPAC simulation flies individual aircraft
through daily itineraries and provides statistical reports on
delays and observed flow rates. The NASPAC includes sim-
plified models of en-route sectors and airports.

The Reorganized ATC Mathematical Simulator Plus
(RAMS Plus) (Dvojakovski 2004) is a fast-time discrete-
event simulation software package providing functionality
for the study and analysis in ATM. The RAMS Plus pack-
age contains an integrated editor and display tool, rapid data
development, stochastic traffic generation, 4D flight profile
calculation, sectorisation, conflict detection and rule-based
resolution, airspace routing, and free-flight.

The key distinction between AGENTFLY and these ATM
simulators is the agent-based approach in designing high-
fidelity models and interactions of human controllers and
pilots. AGENTFLY can perform in real-time and/or faster-
than-realtime distributed NAS-wide simulations.

En-Route Human Controller Duties
The controlled airspace in the U.S. NAS is divided into sev-
eral area control centers that provide air navigation services
for flights within a particular airspaces. In the NAS, there are
22 Air Route Traffic Control Centers (ARTCC) that provide
services for flights in their en-route stage. ARTCCs are fur-
ther subdivided horizontally and vertically into areas. Each
area contains several sectors due to controller staffing pur-
poses. A Sector is a three-dimensional volume of airspace
with defined boundaries and airplane radio coverage.

Each sector with high air-traffic is covered with primary
or secondary radar1. Every ARTCC position is equipped
with a radar display covering a sector in the system. The En-
Route Automatization Modernization (ERAM) system is a
computer system that displays the sector map, and airplanes
positions to linked textual information containing key flight
data (e.g., flight ID, altitude, ground speed, etc.). Each posi-
tion is staffed by a radar controller (a.k.a. R-side controller)
and often an associate (a.k.a. D-side controller) to assist with
non-radar duties (e.g., maintain separation between aircraft
too low or far away to be displayed on the radar). In this
paper, we only model the R-side controller.

The R-side controller (henceforth referred to as con-
troller) monitors an en-route sector through ERAM. All
duties performed by the controller are based on situation
awareness gathered from ERAM or from communication
with airplanes and other controllers. A controller is not able
to work directly with these precise airplane dynamic mod-
els (e.g., weight, fuel burn, etc.) as these are complex and
not readily available. Controllers interact with airplanes by
amending flight plans through the ERAM.

Each controller performs four key duties: (i) scanning,
monitoring, and analysis, (ii) handoff, (iii) standard operat-
ing procedures, and (iv) resolving detected future conflicts.
Scanning is the most frequent task done by a controller. Dur-
ing scanning a controller monitors the whole radar display to
update its situational awareness in and around its sector. The
controller analyzes new information observed from his dis-
play to identify possible future loss of separation (e.g., future
conflict) among airplanes. The controller monitors his previ-
ous clearances or requests issued to airplanes in the display.

A handoff procedure transfers an airplane horizontally or
vertically to an adjacent sector and includes the transfer of
communication frequency. The handoff is a crucial task be-
cause the controller must ensure that a conflict does not oc-
cur before an aircraft enters a sector. An airplane can enter a
new sector only if either handoff is accepted or a point-out2
is previously approved by that sector. Handoff is initiated
for airplanes close to the sector boundary for which the con-
troller has no other traffic and pending operations in its sec-
tor. Each controller must respect a sector’s Standard Operat-
ing Procedure (SOP), which describe traffic flow restrictions
among ATM components (e.g., altitude restrictions).

When a controller identifies a possible conflict situation,

1In low air-traffic areas not covered by radar, non-radar proce-
dures provide ATM services.

2A point-out is a procedure where an airplane can enter another
sector without a previous handoff and transfer of communications.
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he applies conflict resolution procedures to find a suitable
manoeuvre to maintain airplane separation. For en-route
sectors, a minimum separation is 5 nautical miles horizon-
tally and 1,000 feet vertically airspace. Depending on the
situation, a controller can resolve a conflict via changes in
altitude, vectoring (i.e., heading changes with a diversion
from the flight plan track) and/or flight speed. The selection
of a proper resolution manoeuvre considers positive sepa-
ration (i.e., safety assumptions about selected manoeuvres)
and SOPs. As a precaution a controller always has a backup
plan if something is wrong with the applied plan.

Combined Time-Stepped and
Event-Driven Multi-Agent Simulation

AGENTFLY uses a multi-agent approach for simulation of
the NAS system with en-route human controllers. The sys-
tem simulates the physical entities controlled by agent-based
models. Agent-based simulations are popular for modeling
of complex multi-actor systems (Borshchev and Filippov
2004). Such multi-actor simulations can be used for study-
ing complex emergent system behaviors from the micro-
behaviors of its individual actors.

In AGENTFLY, controllers, pilots, airplanes and the
ERAM are implemented as actor agents. The airplanes have
high-fidelity representations based on performance models
from the Base of Aircraft Data. Actor agents interact through
communication channels or through the simulated environ-
ment. An agent can perceive the state of the the environ-
ment using its sensors and it can make changes in the en-
vironment through its effectors. There are two communi-
cation paths between a controller agent and a pilot agent:
(i) direct (e.g., radio communication) and (ii) indirect (e.g.,
pilot movements being reflected back to the controller via
the radar display). Additionally, there are a set of non-actor
agents in the simulation that address environment modeling,
simulation management, visualization and data collection.

AGENTFLY combines two simulation approaches: (i)
time-stepped and (ii) event-driven. The time-stepped simu-
lation advances by predefined equally-sized time steps (Wu
and Gong 2001). The new states of the simulation are com-
puted after each time step. Each round of simulation begins
with sensor computation and ends with gathered agents ac-
tions. In AGENTFLY, a time-stepped approach is used for
the simulation of the environment (e.g., movement of air-
planes, weather, etc). The time-step value is determined by
the precise sensor reading state from the environment.

The current radar system updates its state every twelve
seconds. The time-stepped simulation can be executed in
real-time, suitable for HITL simulations. For faster-than-
realtime execution, AGENTFLY also operates as an event-
driven simulation as a basis for execution (Nicol and Yan
2004). Each event is scheduled with a time-stamp and the
simulation framework processes events in time order. Events
scheduled for the same time-stamps are processed based on
their mutual priorities. An agent processing an event can ad-
vance non-processed events scheduled within a given inter-
val to a later time, which simulates the duration of processed
a action. By using events, the simulation is deterministic

and can integrate controlled randomness into the simulation
through proper random seeds. It is possible to make sim-
ulation only time-stepped (i.e., no events) or purely event-
driven (i.e., time-steps never occur).

For large-scale simulations an effective distribution
scheme is required to maintain high simulation fidelity and
maximum simulation speed. In AGENTFLY, each processor
in a network of computers manages the events from pilot
agents and controller agents in a geographically partitioned
area. The partitioned area, controlled by a single “master”
process, dynamically changes based on the number of pilot
agents in that area. The simulation details in AGENTFLY
and results describing simulations consisting of over 50,000
flights during a single day in the NAS are presented in (Volf,
Šišlák, and Pěchouček 2011).

Model of En-Route Human Controller
The en-route human controller models in AGENTFLY
emulate controller operation and workload models. The
workload model is based on Multiple Resource Theory
(MRT) (Wickens 1984). MRT proposes that the human op-
erator have several different pools of resources that can be
tapped simultaneously. The operator must process informa-
tion sequentially if tasks require the same pool of resources
or in parallel if the task requires different resources. MRT
theory views decreasing performance as a shortage of these
different resources and models humans as having limited
capability for processing information. Cognitive resources
are limited by supply and demand when the individual per-
forms two or more tasks that require a single resource. Ex-
cess workload caused by a task using the same resource can
cause problems and result in slower task performance. The
controller agent’s operations are emulated through the Vi-
sual, Cognitive, Auditory and Psychomotor (VCAP) (Mc-
Cracken and Aldrich 1984) workload model. The visual and
auditory components in the model are external stimuli. The
cognitive component describes the required level of infor-
mation processing. The psychomotor component describes
required physical actions.

The en-route human controller duties are modeled as pro-
cedures with actions in AGENTFLY. Actions are organized
into dependency chains and procedures. The procedures
branch actions into several chains to be executed under dif-
ferent circumstances. Each particular action defines which
components from the VCAP model it requires, its duration
and its priority. An action can be performed if its predeces-
sor(s) are completed and their respective VCAP components
are available. When multiple actions are ready for execu-
tion at the same time, the action with the higher priority
is selected. Ready actions are automatically postponed un-
til they are selected. The duration of each action can be a
fixed or based on a probabilistic model. Long-running activ-
ities (e.g., a controller’s conflict resolution task) is decom-
posed into many actions with a short duration. The action-
decomposition and processing is implemented using event-
driven simulation. Each event is an action that needs to be
processed. At each time-step event, an agent’s subsequent
actions may be postponed by its previous actions’ execution
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duration and priority. The priority and duration for each ac-
tion is configured externally. The FAA Human Factors Lab-
oratory provided values to these parameters.

AGENTFLY emulates controller interactions with a sim-
ulated radar display system based on ERAM. The visual
stimuli and psychomotor actions are sensor inputs of the
controller model and are connected to the ERAM model.
For more human-realistic models, the controller model in-
cludes the inability to scan and monitor the entire ERAM
display. Internally, the radar display is partitioned into sev-
eral regions and the controller’s focus cycles among these
regions. The time spent in the region depends on the number
and complexity of performed visual stimuli provided by ex-
perts at the FAA. Whereas, the selection of the next region
for focus is based on the priority model.

The controller model performs cognitive actions only
based on information obtained from the available ATM
tools. The controller does not have access to the internal
states and plans of other components in the system. For tasks
working with the airplane flight trajectories (e.g., handoff,
conflict detection, conflict resolution), the controller model
builds a mental flight information model for each flight
which is updated based on external stimuli and planned
ATM control actions. This mental flight model also inte-
grates controller predictions and uncertainness.

Besides ERAM, there is sector radio communication
module. The sector radio is a half-duplex medium where
only one participant can transmit at a time. To minimize the
number of radio interferences, a controller checks whether
the channel is free (i.e., no other station is transmitting) and
follows a backoff procedure to acknowledge transmission. If
there is no acknowledgement (e.g., the receiver is overloaded
by other higher priority tasks), the message is repeated.

Validation of Designed Model
This section describes the validation process used to deter-
mine the accuracy of the ATC model within AGENTFLY.
As the foundation of validating AGENTFLY we incorpo-
rate Roche’s (Roche 1994) five step measurement process:
(i) formulation, (ii) collection, (iii) analysis, (iv) interpreta-
tion, and (v) feedback. We refer to and explain these steps
throughout the validation process.

To evaluate AGENTFLY, the FAA provided a system sce-
nario, shown in Figure 1, designed to accurately simulate
events and information exchanges that would occur in real
air traffic control situations. The goal of the scenario is to
safely navigate each aircraft to its en-route destination. The
scenario takes place in Sectors 34 and 54 which represent
sectors that exist in the U.S. NAS. Surrounding these sec-
tors are Ghost Sectors for controller agents which provide
external interactions. To break down the FAA scenario into
its key elements we use previous work by Carroll (Carroll
2000) who identifies four important components to a sce-
nario: goals, setting, actors and plot. Goals describe what
users are trying to accomplish with the system. The setting
is the operational environment. Actors, agents or people, ini-
tiate actions in the system. A plot is made up of actions and
events that happen to an actor or the environment. Although

Carroll’s methodology is used to design a product, we pro-
pose to extend Carroll’s process to evaluate an existing sys-
tem after its creation. An example of applying Carroll’s sce-
nario definition to the FAA scenario is as follows:
• Goals: Detect air traffic control events in the actively

monitored sector as quickly as possible, produce the least
complex resolution plan if a conflict exists, and continu-
ally monitor the execution of the resolution plan and ad-
just the plan when necessary to avoid a conflict.

• Setting: Sectors 34 and 54 within the U.S. NAS.
• Actors: Pilot agents and controller agents.
• Plot: Each controller agent has to monitor its assigned

sector to ensure that each aircraft safely reaches its en
route destination. The controller agent accomplishes this
by coordinating with each aircraft’s pilot and other sur-
rounding controller agents.

Next in the formulation step, we derive goal-based met-
rics for the scenario by using the Basili’s et al. (Basili,
Caldiera, and Rombach 1994) Goal Question Metric (GQM)
approach. Metric selection using the GQM approach begins
by extracting the goals or high-level objectives from the
specifications of the system. In this case, we extract these
goals from Carroll’s scenario definition. In the GQM ap-
proach, there are four parts to a goal: purpose, issue, ob-
ject, and viewpoint. The purpose describes how the goal is
effected. The issue is the measurement of the event(s). The
object is the item that the goal is centered around. The view-
point is the perspective of the entity that is affected by the
goal. Next, the evaluator identifies questions—usually with
quantifiable answers—that when answered, decide whether
or not the system meets the goal. Finally, the metric is a
set of data associated with the questions. Due to the lack of
space, we apply the GQM approach to one evaluation goal
with its subsequent questions and metrics:

Goal 1: Effectively issue, monitor, and/or repair (p) the ex-
ecution of flight plans and/or conflict resolution plans (i) of
an aircraft (o) from the view of the controller agent (v).
• Question 1.1: How does the state of the aircraft traffic

change over time?
– Metric 1.1.1: Measure the number of aircraft in each

state at each time tick of the scenario.
• Question 1.2: What is the cognitive load of the controller

over time?
– Metric 1.2.1: Measure the percentage of time used by

a controller for its tasks over 15 minute intervals.
• Question 1.3: How does a controller’s cognitive load af-

fect its ability to manage air traffic?
– Metric 1.3.1: Measure the number of unaccepted hand-

offs over 15 minute intervals.
– Metric 1.3.2: Measure the number of unresolved colli-

sions over 15 minute intervals.

In the collection step, these metrics were instrumented
into the AGENTFLY system that produced log files at run
time with their results. The analysis and interpretation steps
are discussed in the experiments section including empirical
results. The feedback step is not included in this paper be-
cause AGENTFLY is still an emerging application and has
not been put in front of the final end users.
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Figure 2: AGENTFLY airplane and controller simulation results in Sector 34.

Experiments
To validate the AGENTFLY system we measure the metrics
identified in the validation section to determine how well
AGENTFLY simulated human controllers. For these exper-
iments we only examine one simulation in Sector 34 as it
contains more air-traffic congestion than Sector 54.

First we examine Metric 1.1.1 to determine the state of the
traffic being handled by the controller over time. Figure 2a
shows the number of airplanes within Sector 34 at differ-
ent states during the period of 6AM to 7AM. Airplanes in a
sector can be in several states. On screen airplanes are ones
currently visible on the screen. In sector airplanes are posi-
tioned within Sector 34’s boundaries. Airplanes in full data
block require more attention from the controller. Once an
airplane enters full data block, it will remain in that state un-
til it leaves the sector. Airplanes in transition between two
sectors are in incoming or outgoing handoff state. Airplanes
can be removed from the simulation if the controller (a) can-
not resolve a future collision in time (only vertical collision
resolution is implemented now), (b) receives a clearance it
is not able to fulfill (expedite descent not yet implemented)
or (c) the airplane enters a new sector before the handoff
procedure is completed (executing holding patterns is not
yet implemented). The number of airplanes in handoff peak
between 06:15 and 06:30. During this time, the number of
removed airplanes increase signalling that the controller is
overloaded and unable to manage all airplanes in the sector.

Next we examine Metric 1.2.1 to determine the cognitive
load of the controller. Figure 2b shows the distribution of
controller’s actions aggregated over 15 minute time inter-
vals. The controller actions follow the VCAP model, some
actions are processed in parallel (e.g., screen scanning and
radio communications) while others must be executed in se-
quence. The total cognitive load is the sum of all actions
excluding screen scanning. Screen scanning is the default
action and consumes most of the controller’s time. Non-
scanning actions (e.g., collision detection/resolution and ra-

dio communication) require the controller’s cognitive abil-
ities over a period of time. During collision detection and
resolution, the controller must retrieve and process a lot of
information. Specifically radio communication consumes a
lot of time because messages are repeatedly acknowledged.

Last we examine Metrics 1.3.1 and 1.3.2 to see how the
controller’s cognitive load affected its ability to manage air
traffic. We analyze two critical controller events: (i) unac-
cepted handoffs which is when a controller agent is over-
loaded with other actions and cannot accept a handoff (i.e.,
the aircraft cannot enter the sector and is removed) and (ii)
unresolved collisions which is when a controller agent did
not resolve a conflict using vertical resolution. The results
are shown in Figure 3 which overlay total cognitive load
with the number of unaccepted handoffs and unresolved col-
lisions aggregated over 15 minute time intervals. The results
show that as cognitive load increases so does the number of
unaccepted handoffs and unresolved collisions, which peaks
between 6:15AM–6:30AM. Unaccepted handoffs increase
because the cognitive load of the agent is at such a high level
that it cannot process the incoming requests as quickly as
they are arriving. Unresolved collisions also increase due to
the peak in cognitive load which correlates to the increase
in aircraft on screen during the same time interval shown in
Figure 2a. These results show that controller agents act in a
similar fashion to human ATCs if they were put in the same
situation and cognitive load.

Conclusions & Future Work
This paper presented AGENTFLY, a NAS-wide high-fidelity
multi-agent simulator integrating precise emulation of hu-
man en-route controller operation with detailed interaction
and fully configurable models with respective ATM tools.
AGENTFLY allows for large-scale testing of future ATM
concepts from the NextGEN program and the ability to
study new methods for future air-traffic control. Previous
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studies relied on HITL simulations which cannot scale to
whole NAS scenarios. This paper also presented the valida-
tion process used to evaluate AGENTFLY that utilized com-
mon software engineering techniques to derive goal-based
metrics and produced results which accurately describe the
performance and effectiveness of the system. Through these
results we also demonstrated that agents reactions mimic hu-
man ATCs when under the same scenario and cognitive load.

In the future, we will compare the quality of the simula-
tion against real human operation on the same sector in co-
operation with FAA Human Factors Laboratory. Addition-
ally, the system will be extended with other crucial roles
in the current ATM system. For example, the inclusion of
D-side controller activities to provide higher fidelity sim-
ulations during peak travel periods. It is also planned, to
integrate other ATM tools used by controllers like tactical
ERAM conflict probe and strategic conflict probe (e.g., User
Request Evaluation Tool). The system is able to model pre-
cisely en-route ATM control now, but the goal is to extend
the coverage of the functionality through Terminal Control
Centers to Airport operations. This would allow the system
to simulate the gate-to-gate ATM cycle.
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