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Agent Technology Center, Dept. of Cybernetics, FEE, Czech Technical University
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Abstract: As is known for centuries, humans exhibit an electrical profile. This profile is altered through various phys-
iological processes, which can be measured through biosignals; e.g., electromyography (EMG) and electro-
dermal activity (EDA). These biosignals can reveal our emotions and, as such, can serve as an advanced
man-machine interface (MMI) for empathic consumer products. However, such an MMI requires the correct
classification of biosignals to emotion classes. This paperexplores the use of EDA and three facial EMG
signals to determine neutral, positive, negative, and mixed emotions, using recordings of 24 people. A range
of techniques is tested, which resulted in a generic framework for automated emotion classification with up to
61.31% correct classification of the four emotion classes, without the need of personal profiles. Among vari-
ous other directives for future research, the results emphasize the need for both personalized biosignal-profiles
and the recording of multiple biosignals in parallel.

That men are machines (whatever else they may be)
has long been suspected; but not till our generation
have men fairly felt in concrete just what wonderful
psycho-neuro-physical mechanisms they are.

William James (1842 – 1910)

1 INTRODUCTION

Despite the early work of William James and others,
it still took until the last two decades before emo-
tions were widely acknowledged and embraced by
engineering. But, now it is generally accepted that
emotions cannot be ignored; they influence us, with
or without being aware, in all possible ways (Picard,
1997). Let us briefly denote three issues on how emo-

tions influence our lives: 1) our long term physical
well-being; e.g., Repetitive Strain Injury (RSI) (van
Tulder et al., 2007), cardiovascular issues (Schuler
and O’Brien, 1997; Frederickson et al., 2000), and
our immune system (Ader et al., 1995; Solomon et al.,
1974); 2) our physiological reactions/signals (Fair-
clough, 2009; Picard et al., 2001; van den Broek et al.,
2009); and 3) our cognitive processes; e.g., perceiv-
ing, memory, reasoning (Critchley et al., 2000).

As is illustrated by the previous three issues,
we are (indeed) “psycho-neuro-physical mecha-
nisms” (James, 1893; Marwitz and Stemmler, 1998),
who both send and perceive biosignals; e.g., elec-
tromyography (EMG), electrocardiography (ECG),
and electrodermal activity (EDA). These biosignals
can reveal a broad plethora of people’s characteristics;
e.g., workload, attention, and emotions. In this paper,
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we will focus on biosignals that reveal people’s emo-
tional state. Such biosignals can act as a very useful
interface between man and machine; e.g., computers
or consumer products such as an MP3-player. Such an
advanced Man-Machine Interface (MMI) would pro-
vide machines with empathic characteristics, capable
of coping with the denoted issues.

For research on biosignals as an advanced
MMI, traditional emotion research using interviews,
questionnaires, and expert opinions are not suffi-
cient (Fairclough, 2009; van den Broek et al., 2009).
The recent progress in brain imaging techniques en-
ables the inspection of brain activity while experienc-
ing emotions; e.g., EEG and fMRI (Critchley et al.,
2000; Grandjean and Scherer, 2008). The former re-
search methods have as disadvantages that the mea-
surements tend to be subjective, are very limited in
explaining, and do not allow real time measurements:
they can only be used before or after emotions are
experienced. Although EEG techniques are slowly
brought to practice; e.g., Brain Computer Interfac-
ing (Bimber, 2008), these techniques are still very ob-
trusive. Hence, they are not usable in real world situ-
ations; e.g., for the integration in consumer products.
As sort of a way between these two research methods,
psychophysiological (or bio)signals can be used (Fair-
clough, 2009; Marwitz and Stemmler, 1998; van den
Broek et al., 2009). These are not, or at least less, ob-
trusive, can be recorded and processed real time, are
rich sources of information, and are relatively cheap
to apply.

The traditional methods (e.g., questionnaires),
brain imaging techniques, and biosignal measures
used to infer people’s emotional state, all share one
thing: the problem of a lack of ground truth; i.e., a
theoretically grounded, observable, operational def-
inition of the construct(s) of interest (Fairclough,
2009; van den Broek et al., 2009). In addition, a
range of other prerequisites should be taken into ac-
count when using such methods. In van den Broek et
al. (2009), these are denoted for affective signal pro-
cessing; however, most of them also hold for brain
imaging techniques and traditional methods. The pre-
requisites include: 1) the validity of the research em-
ployed, 2) triangulation, 3) omitting the inference
of emotion from the signals, if possible, and 4) in-
clusion and exploitation of signal processing knowl-
edge. For a discussion on these topics, we refer to
van den Broek et al. (2009). Let us now assume
that all prerequisites are satisfied. Then, it is feasi-
ble to classify the biosignals in terms of emotions.
In bringing biosignals-based emotion recognition to
products, self-calibrating, automatic classification is
essential to make it useful for Artificial Intelligence

(AI) (Picard, 1997; Minsky, 2006), Ambient Intel-
ligence (AmI) (Aarts, 2004), and MMI (Fairclough,
2009; Kim and André, 2008).

In the pursuit toward empathic technology for AI,
AmI, and MMI purposes, we will discuss the work on
classifying four biosignals signals: three facial EMGs
and EDA. The research in which the data was gath-
ered is discussed in both (van den Broek et al., 2006)
and (Westerink et al., 2008). Therefore, we will now
only provide a brief summary of it in the next section.
After that, in Sections 3 and 4, we will briefly intro-
duce the classification and preprocessing techniques
employed. This is followed by Section 5 in which
the classification results are presented. In Section 6,
we reflect on our work, critically review it, and draw
some final conclusions.

2 RECORDING EMOTIONS

An experiment was conducted in which the subjects’
emotions were elicited using film fragments that are
known to be powerful in eliciting emotions in labora-
tory settings; see also (Rottenberg et al., 2007). The
physiological signals used, facial EMG and EDA, are
commonly known to reflect emotions (Kreibig et al.,
2007).

2.1 Participants

In the experiment, 24 subjects (20 females) partici-
pated (average age 43 years). The relative small num-
ber of males is due to an expected better facial emo-
tion expression of females (Kring and Gordon, 1998).

2.2 Equipment and Materials

We selected 8 film fragments (duration: 120 sec.
each) for their emotional content. For specifications
of these film fragments, see (van den Broek et al.,
2006; Westerink et al., 2008). The film fragments
were categorized as being neutral or triggering pos-
itive, negative, or mixed (i.e., simultaneous nega-
tive and positive; (Carrera and Oceja, 2007)) emo-
tions. This categorization was founded on Russell’s
valence-arousal model (Russell, 1980).

A TMS International Porti5-16/ASD system was
used for the biosignals recordings, which was con-
nected to a PC with TMS Portilab software (http://
www.tmsi.com/ ). Three facial EMGs were recorded:
the right corrugator supercilii, the left zygomaticus
major, and the left frontalis muscle. The EMG sig-
nals were high-pass filtered at 20 Hz, rectified by tak-
ing the absolute difference of the two electrodes, and
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average filtered with a time constant of 0.2 sec. The
EDA was recorded using two active skin conductivity
electrodes and average filtering with a time constant
of about 2 sec.

2.3 Procedure

After the subject was seated, the electrodes were at-
tached and the recording equipment was checked.
The 8 film fragments were presented to the subject
in pseudo-random order. A plain blue screen was
shown between the fragments for 120 seconds; so, the
biosignals returned to their baseline level for the next
stimulus.

After the viewing session, the electrodes were re-
moved. Next, the subjects answered a few questions
regarding the film fragments viewed. To jog their
memory, representative print-outs of each fragment
were provided.

3 CLASSIFICATION
TECHNIQUES

In this section, we briefly introduce the techniques
used for those readers who are not familiar with (all
of) them. First, ANalysis Of VAriance (ANOVA) and
Principal Component Analysis (PCA) are briefly in-
troduced, which will be both applied for preprocess-
ing purposes. Second, the three classification tech-
niques k-Nearest Neighbors (k-NN), Support Vector
Machines (SVM), and Neural Networks (NN) are in-
troduced. Third and last, the Leave-one-out cross val-
idation (LOOCV) technique is introduced, which is
used for the evaluation of the classifiers.

3.1 ANalysis Of VAriance (ANOVA)

ANalysis Of VAriance (ANOVA) is a statistical test to
determine whether or not there is a significant differ-
ence between means of several populations. We will
sketch the main idea here. For a more detailed expla-
nation, see for example (King and Minium, 2007).

ANOVA assumes that the data of each population
is independent and randomly chosen from a normal
distribution. Moreover, it assumes that all the pop-
ulations have the same variance. These assumptions
usually hold with empirical data and the test is fairly
robust against limited violations.

ANOVA examines the variance of population
means compared to within class variance of the popu-
lations themselves. The result of the test is the proba-
bility p that all the populations were chosen from dis-
tributions with the same mean and variance. Hence,

the smallerp, the higher the chance that there is a real
difference between the populations.

3.2 Principal Component Analysis
(PCA)

This linear transformation derives from an input data
space a first base vector in the direction of the biggest
variance in the data. Every next base vector is in-
dependent from the previous ones and represents the
highest possible variance of the data with the indepen-
dence constraint; see also (Everitt and Dunn, 2001).

Formally, if we have a data set
{

~xs
}

s∈Subj of n-
dimensional vectors then the principal components of
vector~xs from the data set are a sequence of compo-
nents of vector~ys that are linear combinations of the
components of vectors~xs,

ys
i = ai1xs

1 +ai2x
s
2 + · · ·+ainxs

n = ~ai
′~xs

such that

∀i ∈ N 1≤ i ≤ n : ~ai
′~ai = 1

∀i, j ∈ N 1≤ i < j ≤ n : ~a j
′~ai = 0

and subsequently, eachyi =
{

~ys
i

}

s∈Subj
has the maxi-

mal possible variance with respect to the constraints.
Variance covered byyi is defined as

Var(yi) = ~a1
′S~a1

whereS is the covariance matrix of the original data
set.

At this point, we have to find vectors~ai that maxi-
mize the variance with respect to the constraints. This
kind of optimization problems can be solved using the
method of Lagrange multipliers.

In this case, the result is that~ai is the eigenvec-
tor of S corresponding to thei-th largest eigenvalue.
Once we have the vectors~ai , we can perform the
transformation by mapping all the data vectors to its
principal components.

~ys =







~a1
′

...
~an

′







~xs

The principal components computed this way are
very sensitive to scaling. In order to deal with the dif-
ferent scaling and capture the underlying structure of
the data set, the components can be derived from the
correlation matrix instead of the covariance matrix. It
is equivalent to extracting the principal components
in the described way after normalizing all the compo-
nents of the original data set to have unit variance.

PCA is also a powerful tool for data inspection
through visualization. For this purpose, often plots
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Figure 1: Visualization of the first two principle components of all six possible combinations of two emotion classes. The
emotion classes are plotted per two to facilitate the visualinspection. The plots illustrate how difficult it is to separate even
two emotion classes, where separating four emotion classesis the aim.

are made with the principle components on the axis.
Figure 1 presents such a visualization. It presents for
each set of two emotion classes, of the total of four, a
plot denoting the first two principle components. The
six resulting plots illustrate the complexity of separat-
ing the emotion classes perfectly.

3.3 k-Nearest Neighbors (k-NN)

We have decided to use this technique because it is a
very intuitive and simple machine learning algorithm.
The main idea is that each new feature vector, which
is “close” to some of the vectors from the training
set, will probably belong to the same class as most
of these vectors. The training phase of the classifier is
simply storing all (or a suitable subset) of the training
samples with the correct classification category in a
database.

A metric (e.g., Euclidean distance) is selected that
assigns a non-negative real number to each pair of
input vectors. The number represents how close the
input vectors are to each other. When a new vector
has to be classified, the metric is used to count the
distance of the new sample from all the samples in
the database. After this, the number of representa-
tives of each class among the closestk samples are
considered. If there is a class with a higher number
of representatives than all the other classes; then, the
new sample is classified to this class. If there is a tie
of two or more classes; then, the sample is classified
randomly to one of these classes.

k-NN is often applied. Consequently, various tu-

torials and introductions have been written. We refer
to (Bishop, 2006), who provides an excellent intro-
duction.

3.4 Support Vector Machine (SVM)

A Support Vector Machine (SVM) ensures the opti-
mal division of a set of data to two classes with respect
to the shape of the classifier and misclassification of
the training samples. Using a suitable kernel function,
it can create an optimally shaped classifier.

The main ideas of this classifier can be best ex-
plained through the example of a binary linear classi-
fier; i.e., a separating hyperplane~w.~x+b, formally:

yi(~w.~xi +b)≥ 1− ξi, for i = 1,2, . . . ,N

where~xi are the data samples,yi ∈ {−1,+1} is the
corresponding class of thei-th data sample,~w is the
normal vector of the hyperplane andb is the shift of
the hyperplane. To make the plane optimal, the size
of ~w and the sum ofξi must be minimized. It can be
proved that minimization of these parameters can be
solved by maximization of:

W(α) =
N

∑
i=1

αi −
1
2

N

∑
i, j=1

αiα jyiy j(~xi .~x j)

with constraints

0≤ αi ≤C, for i = 1, ...,N

and
N

∑
i=1

αiyi = 0.
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whereC is a constant determining the trade-off be-
tween minimizing of the size of~w and the sum ofξi .
This is a problem that can be solved using methods of
quadratic programming.

After we have the Lagrange multipliersαi , the
classification is already easy:

f (~x) = sgn

(

N

∑
i=1

yiαi .(~x.~xi)+b

)

It is possible to see from the derivation of this method
that most of theαis are usually equal to 0. The re-
maining relevant subset of the training data (~xi) is
called support vectors.

For a non-linear classification problem, we can
transform the input space with an appropriate non-
linear functionΦ into a higher-dimensional feature
space. For this, we only need the dot product of
the transformed vectors. It is the only part of the
computation where we have to work with the higher-
dimensional space.

k(~x,~y) =
(

Φ(~x).Φ(~y)
)

,

which results in a scalar. The functionk is called
the kernel function. Please note that the SVMs intro-
duced above classify samples into two classes. How-
ever, usually we want to distinguish between multiple
classes. This can be done using a separate binary clas-
sifier for each target class.

For more information on SVM, we refer
to (Burges, 1998). This paper provides a gentle in-
troduction on SVM for pattern recognition. Alterna-
tively, (Bishop, 2006) and (Vapnik, 1999) can be con-
sulted.

3.5 Neural Network (NN)

Neural Networks (NN) are the least intuitive group
of approaches used. It has a solid theoretical basis;
e.g., (Bishop, 2006). Nevertheless, their performance
is not always satisfying in practice. Each neuron in a
NN can perform only a trivial task, but after connect-
ing more of them to a network, they can approximate
any function (Leshno et al., 1993).

For our task, we will use the multilayer percep-
tron. Its perceptrons count weighedwi sum of val-
ues on its inputs (xi), subtracts a bias (b) and apply a
sigmoid-shaped function (σ) to the result, producing
single number as the output of the neuron.

y = σ

(

n

∑
i=1

wixi −b

)

Its neurons are divided into several layers. Inputs of
one layer are all the outputs of the neurons in the pre-
vious layer. Its transfer function is crucial for the

NN’s functioning. For this, often gradient descent is
used, which tries to minimize an overall error of the
network expressed by the error function:

E(~w) = ∑
k∈X

∑
j∈Y

(

y j(~w,~xk)−dk j

)2

whereX is the set of indexes of training samples,Y
the set of output neurons,y j(~w,~xk) is the output of the
j-th output neuron for input~xk and weight vector~w,
anddk j is the desired output on thej-th neuron for the
k-th training sample.

Using theorems about derivation of a composite
function, it is possible to derive the gradient of the er-
ror function. Following this vector with subsequent
small adaptations of the weights, the algorithm will
find a minimum of the error function. However, the
risk remains that the error function reaches a local
minimum and the learning process stops even thou the
error is far from the global optimum. Although vari-
ous methods exist that improve the gradient descend,
none of them guarantees an optimal solution.

The strongest point of using neural network for
our problem is its natural capability of incremental
learning. Most of the algorithms used for neural net-
work learning are intrinsically incremental.

For more information on NN, we refer to (Bishop,
2006). However, various other introductions have
been published that differ with respect to both the pro-
vided details and their length.

3.6 Leave-one-out Cross Validation
(LOOCV)

Leave-one-out Cross Validation (LOOCV) is a
method to determine how good a classifier is. If we
have some inputs with known correct classifications,
for each of the data samples we:

• Make the classifier learn from the data without the
selected sample.

• Classify the omitted sample.

• Compute the ratio of wrong classifications.

A little modification of this method in our case is that
we do not leave out only one data sample, but we do
not consider all data from one subject in the learning
process. It is more accurate estimation of the classifi-
cation error on an unknown subject.

The results reported in this paper are determined
by this method if it is not specified another way. For
more information on LOOCV, we refer to (Bishop,
2006).
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Table 1: The best feature subsets for k-Nearest Neighbor (k-NN) classifier determined by ANalysis Of VAriance (ANOVA),
using normalization per signal per participant.

electrodermal activity (EDA) facial electromyography (EMG)
Frontalis Corrugator Zygomaticus

Mean o
Absolute Deviation o

Feature Standard Deviation o o
Variance o o
Skewness o o o
Kurtosis o

4 PREPROCESSING

The quest towards self-calibrating algorithms for con-
sumer products and for AmI and AI purposes gave
some constraints to processing the signals. For ex-
ample, no advanced filters should be needed and the
algorithms should be able to handle noisy and prefer-
ably also corrupt data. Therefore, we chose to refrain
from advanced preprocessing schemes and only apply
some basic preprocessing.

4.1 Normalization

Humans are known for their rich variety in all as-
pects, this is no different for their emotional reac-
tions and their physiological derivatives. In develop-
ing generic classifiers, this required the normalization
of the signals. This could boost its performance sig-
nificantly (Rani et al., 2006).

For each person, for all his signals, and for all their
features separately, two linear normalizations were
applied:

xn =
x−min

max−min
,

where xn is the normalized value,x the recorded
value, andmaxandmin the global maximum and min-
imum and

x∗n =
x− x̄

σ
,

where x∗n is the normalized value,x the recorded
value, and ¯x andσ the global mean and standard de-
viation.

The linear normalization of datasets (e.g., signals)
has been broadly discussed, this resulted in a variety
of normalization functions; e.g., see (Boucsein, 1992;
Iglewicz, 1983).

4.2 Baseline Matrix

In their standard work, Picard et al. (2001) introduce
a baseline matrix for processing biosignals for emo-
tion recognition. This could tackle problems due to

variation both within (e.g., inter day differences) and
between participants. Regrettably, Picard et al. (2001)
do not provide evidence for its working. However,
their idea is appealing and, hence, was judged as
worth trying.

The baseline matrix requires biosignals recordings
while people are in a neutral state. Such recordings
were, however, not available. Alternatively, one of
the two neutral film fragments was chosen (van den
Broek et al., 2006; Westerink et al., 2008).

In line with Picard et al. (2001), the input data
was augmented with the baseline values of the same
dataset. The results of some initial tests, using various
weights, were far from convincing. A maximum per-
formance improvement was achieved of 1.5%, using
a kNN classifier. Therefore, the baseline matrix was
excluded in the final processing pipeline.

4.3 Feature Selection

To achieve good classification results, the set of input
features is crucial. This is no different with classify-
ing emotions (Fairclough, 2009; van den Broek et al.,
2009). To define an optimal set, a criterion function
should be defined. However, no such criterion func-
tion is available in our case. Then, an exhaustive
search in all possible subsets of input features is re-
quired to guarantee an optimal set (Cover and Camp-
enhout, 1977). To limit this enormous search space,
an ANOVA-based heuristic search was applied.

For both the normalizations, we performed
feature-selection based on ANOVAs. We selected the
features with ANOVA p values below 0.0013, as this
led to the best precision. The features selected are in
Table 1.

The last step of preprocessing is PCA. The im-
provement of the PCA is not that big compared to
feature selection solely; but, it is positive for both nor-
malizations; see also Table 2. Figure 1 presents for
each set of two emotion classes, of the total of four, a
plot denoting the first two principle components. As
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such, the six resulting plots illustrate the complexity
of separating the emotion classes.

5 CLASSIFICATION RESULTS

This section denotes the results achieved with the
three classification techniques applied: k-Nearest
Neighbors (k-NN), Support Vector Machines (SVM),
and Neural Networks (NN). In all cases, the features
extracted from the biosignals were used to classify
participants’ neutral, positive, negative, or mixed state
of emotion.

5.1 k-Nearest Neighbors (k-NN)

For our experiments, we have used MATLAB1 and
k-NN implementation based on SOM Toolbox 2.0
(Vesanto et al., 2000). Besides the classification algo-
rithm described in Section 3.3, we have used a mod-
ified version, more suitable for calculating the recog-
nition rates. The output of the modified version is not
the resulting class, but a probability of classification
to each of the classes. This means that if there is a
single winning class; then, the output is 100% for the
winning class and 0% for all the other classes. If there
is a tie of two classes then the result is 50% for each of
them and 0% for the rest and so forth. All the recog-
nition rates of the k-NN classifier in the current study
are obtained by this modified algorithm.

A correct metric is a crucial part of a k-NN classi-
fier. A variety of metrics provided by thepdist func-
tion in MATLAB was applied. Different feature sub-
sets appeared to be optimal for different classes. Rani
et al. (2006) denoted the same issue in their empirical
review. If we use the feature subset optimized on the
objective classes; then, the recognition precisions in
other divisions lowers or improves only a little com-
pared to the improvement in the optimized class divi-
sion. The results of the best preprocessed input with
respect to the four emotion classes (i.e., neutral, posi-
tive, negative, and mixed) is 61.31%, with a cityblock
metric andk = 8.

Probability tables for the different classifications
given a known emotion category are quite easy to ob-
tain. They can be estimated fromconfusion matrices
of the classifiers by transforming the frequencies to
probabilities. Table 3 presents the confusion matrix
of the classifiers used in this research.

1http://www.mathworks.com/products/matlab/

5.2 Support Vector Machines (SVM)

We have used MATLAB environment and SVM-KM
Toolbox (Canu et al., 2005) for experimenting with
SVMs. We use input enhanced with the best prepro-
cessing described in the previous section. It was op-
timized for the k-NN classifier; however, we expect it
to be a good input also for more complex classifiers,
including SVM. This assumption was supported by
several tests with other normalizations. The inputs in
this section are normalized per signal per person. Af-
ter feature selection, the first 5 principal components
from the PCA transformation were used.

The kernel function of SVM characterizes the
shapes of possible subsets of inputs classified into one
category. We applied both polynomial kernels, de-
fined as:

KPoly(~x,~y) = (~x.~y+1)d

and Gaussian kernels, defined as:

KGaus(~x,~y) = exp

(

−
|~x−~y|2

2σ2

)

The correct kernel function is the most important part
of SVM.

A Gaussian kernel (σ = 0.7) performed best with
60.71% correct classification. However, a polynomial
kernel withd = 1 has a similar classification perfor-
mance (58.93%). All the results are slightly worse
than with the k-NN classifier.

5.3 Neural Networks (NN)

We have used a modified multi-layer perceptron
trained by back-propagation algorithm that is imple-
mented in the Neural Network Toolbox of MATLAB.
It uses gradient descent with moment and adaptive
training parameter. We have tried to recognize only
the inputs that performed best with the k-NN classi-
fier.

In order to assess what topology of NN is most
suitable for the task, we ran a small test. In the ex-
periments with one hidden layer, we have tried 2 to
16 neurons and we run LOOVC for each network 100
times. The networks were trained with the fixed num-
ber of 150 cycles and subsequently tested on the left-
out subject. The experiments with two hidden layers
were much slower; so, we made only 10 trials for each
combination of sizes of the layers. We have 12×12
different topologies, 10 trials for each of them and one
trial of LOOCV means to train and test 21 networks
(total: 30240 networks). Each network was trained
with 150 cycles.

Our experiments with different network topolo-
gies supported the claim from (Lawrence et al., 1996)
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Table 2: The recognition precision of the k-Nearest Neighbor (k-NN) classifier, with and without ANalysis Of VAriance
(ANOVA) feature selection (FS) and with and without Principle Component Analysis (PCA) transform.# comp.denotes the
number of principal components used to reach the precision with FS.

Normalization no FS ANOVA FS # comp. ANOVA FS & PCA
no 45.54%
yes 54.07% 60.71% 5 60.80%

Table 3:Confusion matrixof the k-NN based classifier of EDA and EMG signals for the bestreported input preprocessing.

Real
Neutral Positive Mixed Negative

Neutral 71.43% 19.05% 9.52% 14.29%
Classified Positive 9.52% 57.14% 9.52% 21.43%

Mixed 4.76% 4.76% 64.29% 11.90%
Negative 14.29% 19.05% 16.67% 52.38%

that bigger NN does not always tend to over fit the
data and the extra neurons are not used in the training
process. Bigger networks showed good generaliza-
tion capabilities. However, further enlargement of the
network did not lead to better results. For this reason,
we choose the topology with one hidden layer of 12
neurons.

An alternative method for stopping the adaptation
of the NN is using validation data. The data set is
split into three parts. In our case, we have used one
subject for testing, three subjects for validation and
seventeen subjects for training. The testing subject is
completely removed from the training process at the
beginning. After that, the network is trained using
seventeen randomly chosen training subjects. At the
end of each training iteration, the current network is
tested on the three validation subjects.

In order to evaluate the NN on different desired
outputs, we have performed the above described al-
gorithm for each subject as the testing subject and for
15 random triples of the remaining 23 subjects as the
validation data. The 15 networks trained on differ-
ent data create an ensemble and the final result of the
classifier is the most frequent output class. This way,
we can profit from the early stopping of the back-
propagation algorithm and still use all the training
samples for training of the whole classifier. This pro-
cedure led to a 56.19% correct classification of the
four emotion classes.

6 DISCUSSION & CONCLUSIONS

Successful automatic classification of biosignals
could serve various purposes (Fairclough, 2009;
van den Broek et al., 2009). One of them is to ex-

tend consumer products, AI, and AmI with empathic
capabilities.

Throughout the last decade, various studies have
been presented with similar aims, reporting good re-
sults on the automatic classification of biosignals. For
example, Picard et al. (2001) reports 81% correct
classification on the emotions of one subject. More
recently, Kim and André (2008) reported a recogni-
tion accuracy of 95% and 70% for subject-dependent
and subject-independent classification. Their study
included three subjects.

In comparison with Picard et al. (2001) and Kim
and André (2008), this research incorporated data of
a large number (i.e., 24) of people, with the aim to de-
velop a generic processing framework. At first glance,
with a recognition accuracy of 61.31%, its success is
questionable. However, taking in consideration the
generic processing pipeline, it should be judged as (at
least) reasonably good. Moreover, a broad range of
improvements are possible. One of them would be to
incorporate more biosignals in the processing frame-
work. Another directive could be to question the need
of identifying specific emotions, using biosignals for
MMI. Hence, the use of alternative, rather rough cate-
gorizations, as used in the current research, should be
further explored.

Also in this research, the differences among par-
ticipants became apparent. They can be denoted on
two levels: physiological and psychological. With
this we mean that people have different physiological
reactions on the same emotions and that people expe-
rience different emotions with the same stimuli (e.g.,
music or films). Moreover, these two levels inter-
act (Fairclough, 2009; Marwitz and Stemmler, 1998).
Although our aim was to develop a generic model, it
seems to be questionable whether or not this can be
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realized. Various attempts have been made to deter-
mine people’s personal biosignals-profile; e.g., (Kim
and André, 2008; Marwitz and Stemmler, 1998; Pi-
card et al., 2001; Rani et al., 2006). However, no gen-
erally accepted standard has been developed so far.

With respect to processing the biosignals, the cur-
rent research can be extended by a more detailed ex-
ploration of the time windows; e.g., with a span of
10 seconds (Fairclough, 2009; van den Broek et al.,
2009). Then, data from different time frames can be
combined and different normalizations can be better
applied to create some new features that could eas-
ier reveal emotions. For example, the information
concerning the behavior of the physiological signals
could be more informative than only the integral fea-
tures from the larger time window. Studying the short
time frames also provides a better understanding on
the relation between emotions and their physiological
correlates.

Preprocessing of the biosignals could also be im-
proved. First of all, we think that the feature selec-
tion based on an ANOVA is not sufficient for more
complex classifiers such as Neural Networks. The
ANOVA tests gather the centers of random distribu-
tions that would generate the data of different cate-
gories; hereby assuming that their variances are the
same. However, a negative result of this test is not
enough to decide that the feature does not contain any
information. As an alternative for feature selection,
the k-NN classifier can be extended by a metric that
would weigh the features, instead of omitting the con-
fusing or less informative features.

As can be derived from the discussion, various
hurdles have to be taken in the development of a
generic, self-calibrating, biosignal-driven classifica-
tion framework for MMI purposes. The research and
the directives denoted in this article could help in tak-
ing the first hurdles. When the remaining ones will
also be taken; then, in time, the common denomi-
nators of people’s biosignals can be determined and
their relation with experienced emotions can be fur-
ther specified. This would mark a new, biosignal-
driven, era of advanced MMI.
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