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Abstract—We present an open-source simulation testbed for emerging autonomic mobility systems, in which transport vehicles and other transport resources are automatically managed to serve a dynamically changing transport demand. The testbed, based on the AgentPolis framework, allows testing and evaluating the various multiagent planning, coordination and resource allocation algorithms for the control and management of autonomic mobility systems. The testbed supports all stages of the experimentation process, from the implementation of tested control algorithms and the definition of experiment scenarios, through simulation execution up to the analysis and interpretation of simulation results. The testbed aims to accelerate the development of control algorithms for autonomic mobility systems and to facilitate their mutual comparison on well-defined benchmark scenarios.

I. INTRODUCTION

The increasing deployment of ubiquitous location-aware and internet-connected devices in transport systems enables the realization of autonomic mobility systems, based on continuous, automated management of transport vehicles to serve a dynamically changing passenger transport demand. Several types of such systems appeared in recent years, including real-time on-demand transport, real-time ridesharing or dynamically priced taxis [5]. More highly innovative services are likely to emerge with the wider adoption of electromobility and, most importantly, with the advent of autonomous, self-driving cars.

Due to their inherent complexity, such novel mobility systems need to adopt the autonomic systems principles in order to work reliably, safely and efficiently. Implementing such principles requires the development of multiagent planning, coordination and resource allocation algorithms that would orchestrate the operation of all entities of the transport system in the desirable way. The development of such control algorithms is a challenging task due to many internal and external interdependencies that affect the overall system behaviour.

Simulation modelling and multi-agent simulations in particular [16] are well-established approaches for analysing the behaviour of complex socio-technical systems and have already been applied in the field of mobility systems (see Section II). No attempt, however, has been so far made to provide a more universal simulation tool for studying the behaviour of a wider range of autonomic mobility systems.

The presented testbed, based on the versatile AgentPolis [8] transport simulation framework, is our attempt to fill this gap. The testbed allows experimenting with algorithms for the management and control of autonomic mobility systems and assessing their performance in different configurations and scenarios. The testbed supports all stages of experimentation process, from the implementation of tested control algorithms and the definition of experiment scenarios, through simulation execution up to the analysis and interpretation of simulation results.

To facilitate its use, the testbed provides extension points that allows control algorithms to be plugged-in easily by implementing several predefined abstract classes. Furthermore, by providing a standardized way to import and capture key aspects of autonomic transport systems deployment scenarios, including road network maps, vehicle properties or transport demand, the testbed also makes it easy to create benchmark scenarios that can be used for mutual comparison of different control algorithms.

II. RELATED WORK

The general idea of employing simulation testbeds to accelerate the development of multi-agent control mechanisms was put forward e.g. by [13], [9].

Focusing specifically on transport, [7] employed an agent-based simulation, developed completely from scratch, to study operational characteristics of a multimodal transport system integrating scheduled and flexible on-demand services. Demand-responsive transport systems were also studied in [15]. Real-time taxi sharing schemes have been also evaluated using simulation [12], [4] as were on-demand cooperative paratransit services with strong emphasis on resource allocation, e.g. [6] or [10].

A common attribute of the above simulations of autonomic mobility systems is that these simulations were developed from scratch using general-purpose programming languages (most often C++ or Java). This is because none of the existing general (such as AnyLogic[2]) as well as transport-specific simulation tools (such MATSIM[3]) has proved suitable for simulation-based assessment of autonomic mobility systems.

III. TESTBED OVERVIEW

The proposed simulation testbed is built upon the versatile transport simulation framework AgentPolis, which
proposed AgentPolis testbed: are used to build specific simulation models, including our (figure 1) covers several dozens of modelling elements that provide grouping and are not used as modelling abstractions.

A. Modelling Abstractions

Modelling abstractions of the AgentPolis framework (figure 1) covers several dozens of modelling elements that are used to build specific simulation models, including our proposed AgentPolis testbed:

- **Agents**. The concept of the agent in AgentPolis needs to be defined loosely, since it covers a wide variety of different types of actors (taxi drivers, travellers, dispatchers, etc.). During its lifecycle, an agent usually needs to make decisions that require executing complex algorithms, including the ones that we want to evaluate. In accordance with the conceptual architecture of the AgentPolis framework, these algorithms are encapsulated into so-called reasoning modules.
- **Reasoning modules** constitute the major source of intelligent behaviour of modelled transport system. In addition to the standard pathfinding module of AgentPolis, our testbed contains interchangeable implementations of the coordination or resource allocation mechanisms that we want to evaluate. In practice, the reasoning modules are Java classes that can be easily rewritten to implement a wide variety of algorithms, or even call external tools or solvers.

- **Sensors and queries** process the percepts from the environment and allow agents to be informed about the state of the environment and events happening during simulation execution.
- **Activities** provide the abstraction for defining agent’s actual behaviour in the simulation. Technically, activities are reactive control structures determining which actions the agent executes in response to certain events (e.g. DriveVehicle).
- **Actions** provide a low-level abstraction for modelling how agents actually manipulate the environment (e.g. MoveVehicle).
- **Environment objects**. The environment models the physical context in which agents are situated and act. It is represented by a collection of environment objects, each representing a fragment of the modelled physical reality (e.g. Vehicle).
- **Communication protocols** are the abstraction for modelling inter-agent communication by means of message passing. Currently, the testbed provides 1-to-1 messaging, 1-to-many messaging and auction protocols, that should be sufficient for the purposes of the coordination or resource allocation algorithms. However, additional protocols can be added to the framework if they are needed.

Detailed description of modelling abstractions and corresponding model elements is given in [8].

B. Control Logic Implementation

AgentPolis is a versatile framework for creating simulation models of a very wide range of transport systems. In addition to supporting the modelling of autonomic mobility systems, AgentPolis can also be used for activity-based transport planning models, modelling the security transport systems or urban goods delivery logistics [8]. Although all the power and flexibility of the AgentPolis framework is accessible to the users of the AgentPolis testbed, it is normally hidden and only the relevant parts of framework are exposed through a facade of APIs and interface designed specifically for modelling and assessing autonomic mobility systems.

Unless the tested control algorithm has some special features, its incorporation into the testbed only requires implementing several classes and methods. For example, to evaluate a centralized coordination mechanism for an on-demand mobility system, the user needs to extend the DispatchingLogic class and implement its processNewRequest() method.

The testbed supports both centralized and decentralized control mechanisms. For example in the case on-demand...
mobility system, the behaviour of driver agents can be
governed either centrally by (single or multiple) dispatcher
agents, locally by the drivers themselves, or the combi-
nation of both. The reasoning logic for individual agents
and central authorities is implemented by extending the
DriverLogic or DispatchingLogic classes (see
Figure 2). The decentralized mechanisms are suitable in
situations when communication capabilities are restricted,
or when the agents are independent and self-interested but
can still benefit from collaboration (e.g. ridesharing [11]).

Coordination algorithms can further be divided into
two categories. Online algorithms (sometimes called “dy-
namic”, for example in [3]) process the travel demand
(request) when it is announced. On the other hand, offline
(or “static”) algorithms need to know the demand in
advance. The AgentPolis testbed grants the agents (drivers
or dispatchers) the access to requests only after they are
announced by the travellers. Nevertheless, to also cater for
the requirements of offline algorithms, there are several
benchmarks in which the travel demand is announced long
time in advance.

IV. TESTBED EXPERIMENT PROCESS

After the tested algorithm is incorporated into the frame-
work, the actual experimentation using the testbed follows
a three-step process, as depicted in Figure 3.

A. Scenario Definition and Setup

First of all, the user needs to set up and configure the scenario under which she wants the control algorithm to be evaluated. The scenario is described in terms of a benchmark package, which consists of the following files:

- Road network – The road network in the experiment area represented in the OpenStreetMap (OSM) format.
- Traffic intensities (optional) – The time-dependent traffic intensities on individual road segments affecting the travel speed, represented in JavaScript Object Notation (JSON). The ability to import traffic intensities allows more accurate assessment without the necessity to simulate all vehicles in the transport systems.
- Vehicle fleet – Description (in JSON) of all relevant vehicles with their properties including the capacity, initial position, fuel consumption, CO₂ emissions or non-standard equipment (e.g. wheelchair accessibility).
- Public transport timetables (optional) – Description of public transport schedules, routes and stations in the General Transit Feed Specification (GTFS) format.
- Travel demand – The exact representation in JSON format of travel demand containing all the traveller agents with their associated trip details: origin and destination coordinates, time windows, announcement time and special requirements.

The AgentPolis testbed includes a benchmark importer, which loads such benchmark package, constructs the road network and creates all the environment objects and agents according to it. The testbed also includes a random benchmark generator, which allows users to generate their own randomized scenarios with custom numbers and types of vehicles, travellers and their distributions.

Real-word Data Import: To facilitate working with real-word scenarios, the testbed includes tools for importing map (OSM) and public transport (GTFS) data, and for automatically cross-reference between them. This way, the information about road, cyclepath and footpath networks and public transport routes and timetables can be easily incorporated (see Figure 4 for an example). All data imported into the testbed can be automatically checked for consistency in order to prevent hard-to-trace errors caused by invalid data.

Fig. 2: Abstract classes that need to implemented for testing control algorithms for on-demand transport.

Fig. 4: An integrated transport graph combining road and public transport networks (Milano, Italy).
**Design of Experiments:** Robust evaluation of a control algorithm under a sufficiently wide range of circumstances may require thousands of simulation runs. To speed up the evaluation process, the testbed provides a simulation management tool leveraging the design of experiments methods that generate simulation configurations in a way so that maximum information about the behaviour of the tested algorithm is obtained using a minimum number of simulation runs. The effectiveness of the simulation management tool is further increased by the ability to execute simulations in parallel on high-performance computing grid infrastructures.

**B. Simulation Execution**

Once the model is set up, the user invokes the simulation engine to execute the simulation. The AgentPolis engine employs the discrete event simulation approach \[1\] in which the operation of the target system is modelled as a discrete sequence of (possibly concurrent) events in time. Each event occurs at a particular time, with precision to milliseconds of the simulation time, and marks a change of state of the modelled system (see Figure 5). Since there are no changes occurring between consecutive events, the simulation can directly jump in time from one event to the next, which, in most cases, makes it more computationally efficient than time-stepped approaches.

**Event Logging:** To record simulation progress, in order to analyse and evaluate the algorithm’s performance, the framework provides a logging mechanism that allows detailed recording of all the low-level simulation events. Recorded event log is later used to compute the aggregate metrics and analyse or visualize the simulation run and algorithm’s behaviour.

**Run-time Visualization:** The experiment is also presented visually on the run-time, using the internal visualization component of AgentPolis. It is capable of displaying the transport network and agents within our model, along with a convenient visualization of all the actual events (see figure 5).

**C. Result Analysis and Visualization**

From the low-level event log recorded during the simulation run, the testbed calculates a range of higher-level, aggregate performance metrics. By default, these include:

- total vehicle distance driven,
- total fuel consumption,
- total values of CO\(_2\) emissions,
- average vehicle productivity (passengers per hour),
- passenger’s total travel time statistics (average, median and maximum),
- passenger’s on-board ride time statistics,
- passenger’s waiting time statistics,
- total runtime of control algorithms.

Additional metrics can be defined. In addition to low-level event logs and highly aggregated metrics, the testbed also provides two tools for visualizing simulation runs and results in the geospatial and temporal context.
Fig. 6: Simulation run of on-demand transport coordination scenario exported in KML format and displayed by Google Earth. The input benchmark was based on historical traffic and demand data from San Francisco, 2008.

Fig. 7: Heat map representing the spatial distribution of successful trip requests shown in Google Earth.

The interactive geobrowser Google Earth can display the progress of a simulation run exported in Keyhole Markup Language (KML). It is capable of displaying relatively large number of agents, along with simple geometry and screen overlays, over a realistic satellite imagery and 3D model of the environment (see figure 6). Google Earth can further be used to display the values of metrics as they vary across different areas. For example, Figure 7 shows a heat map representing the spatial distribution of successful passenger trip requests in the simulation of an on-demand mobility system.

OpenGeo is an alternative JavaScript-based geovisualization framework that can be used to display the experiment progress and results in a standard web browser. It allows displaying a variety of details about every agent in the model at any point in time (see figure 8).

Together, the AgentPolis visualization tools allow interactively browsing and analysing simulation results at different spatial and temporal resolutions. This assists the researchers during the development and debugging process, and allows him to find out how the tested algorithms perform under different conditions.

V. EXAMPLE STUDY

An example application of the AgentPolis testbed we show how it was used to evaluate a basic algorithm for decentralized taxi sharing service, described in [2].

A. Scenario Setup

The scenario used for the evaluation was built using two datasets containing real-world historical data from San Francisco Bay Area (SF), 22nd of May 2008. From the first dataset [14], including the GPS traces of 536 taxis collected in SF, we extracted the travel demand (10,000 requests) and a list of taxis and used them to generate the traveller agents and taxi drivers, along with their necessary attributes.

The second dataset, obtained from the Freeway Performance Measurement System (PeMS) [17], contained, among other useful information, the maximum and average speeds on individual segments of the SF road network, measured in 5-minute intervals. Transport network itself was imported from the public OSM dataset.

B. Algorithm Implementation

To incorporate the taxi sharing control algorithm into the testbed, we modified the class implementing the decision making of the driver agent, since the algorithm is decentralized and based on the interactions between drivers and passengers. We extended the abstract class DriverLogic and implemented the processRequests() method.
C. Simulation Results

One simulation run, representing 24 hours of simulation time, with 10000 requests and 536 drivers, took 1h25min of wall-clock time, out of which only 18 seconds were spent by the simulation and the rest spent by the coordination control algorithm itself. The simulation used an average of 7GB and maximum of 8.5GB RAM on a system with Intel Core i7 CPU 960 @ 3.20GHz processor, 24GB RAM, running a 64bit release of Ubuntu 12.04 OS.

Aggregate metrics (described in Section IV) were computed and confirmed our expectations that due to its simplicity, the algorithm would not perform well under the real-world conditions of the scenario. For example, the median of passenger travel time was 1h35min, which is not satisfactory.

Similar experiment with 536 drivers but only 1000 requests needed an average of 2.5GB RAM and took 17 minutes, out of which only 15 seconds were spent by the simulation. The simplest experiment, with only 100 requests, required an average of 0.75GB RAM and took 2min21s, out of which the simulation took only 14 seconds. It appears that the simulation overhead does not grow significantly with the increasing number of agents. See Figure 9 for the comparison of the simulation overhead for different scenario sizes.

VI. CONCLUSION

We have developed a software testbed, based on the AgentPolis framework, for simulation-based evaluation of autonomic mobility systems. The testbed allows the users to incorporate their own control algorithms, evaluate them with respect to range performance metrics and compare their performance to alternative control algorithms under identical conditions using benchmark scenarios based on realistic real-world or synthetic data. The testbed will soon be made publicly available on the AgentPolis website [http://agentpolis.org/].
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